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Overview

Item-based features extraction

Disassemble long sequence into mini-sequences
Applying term-weights

Robust feature selection

Longest common subsequence (LCS) on

process data

e Take sequence as a whole
e Calculate sequence distance
e Generate generable features across items
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N-gram model on process data

(He & von Davier, 2015, 2016; Han, He, von Davier

Objectives:
* To identify action patterns that are typiczc
unsuccessful groups. |

\\ * To identify differences in test-taking beh



Why n-grams?
« Disassemble long sequences into some pieces (easy compute).

e Extract information from observed response process.

 To identify action patterns that are typically used by successful and
unsuccessful groups.

 To identify differences in test-taking behaviors by groups (countries).
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N-grams in Language Model (LM)

« Alanguage model is a probability distribution over entire sentences
or texts

« N-gram is the minimum unit in LM (unigrams, bigrams, trigrams,...)

« Inasimple n-gram language model, the probability of a word,
conditioned on some number k of previous words.

« In other words, using the previous n-1 words in a sequence we
want to predict the next word.
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Sue swallowed the large green __ .

* A. Frog

 B. Mountain
 C. Car

* D. Pill

N-grams in Language Model (LM)

Unigram: 1-1=0, use the word itself.

Bigram: 2-1=1, use one previous word
“green” to predict the missing word.

Trigram: 3-1=2, use two previous

words “large green” to predict the
missing word.




Statistical view

- Markov assumption: The probably of the next word depends only on the
previous k words (k=n-1). This gives a kth order Markov approximation:

P(Wp|wy ... Wy_1) = P(Wq|Wn—k, Wp—g+1 - Wn-1)

Common N-grams: W = (W, Wy, ..., W)

Unigram: Pw) = P(wy) P(w,)... P(w,)

Bigram: P(w) = P(wy) P(wy|wy)... P(Wp, |Wy_q)
Trigram:

P(w) = P(wy) P(wy|wy)P(w3|wy, wy) ... P(Wp|wy_z, Wy_q)
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A typical bigram representation

the cat in the hat

the hat




N-grams in action sequence

« N-gram methods decode a long sequence of actions into small
pieces.

« Unigrams are defined as “bags of actions,” where each single action
In @ sequence collection represents a distinct feature.

« Bigrams, trigrams and higher-order grams are action sequences
broken down into mini-sequences containing two and three or even
higher number of ordered adjacent actions.
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N-grams in action sequence

‘a m--today.

unigrams | bigrams - trigrams

Action sequem‘,@s, SS_Type FN, E, E_S, Next, Next OK, END

Unigrams (8)  “START”, “SS”, “SS_Type FN”.“E”, “E_S”. “Next”, “Next OK”. “END"

Bigrams (7) “START. SS”. “SS. SS_Type FN™,“SS Type FN.E".“E.E S”.“E S, Next",

“Next, Next OK”, “Next OK. END”
Trigram (6) “START. SS. SS_Type FN”.“SS.SS Type FN.E". “SS Type FN.E.E S”.

“E.E S, Next”, “E_S, Next. Next OK”, "Next, Next OK, END”

ETS)
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Term weights

* In information retrieval, raw term frequency (from a corpus) usually
suffers from a critical problem: All terms are considered equally
important when assessing relevancy on a query. In fact, certain terms

have little or no discriminating power in determining relevance.

« Grams that every sentence has (e.g., stop words)

e Grams occur multiple times in one sentence should be the same
weight as the grams occur single time in one sentence but by
multiple people?

11
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Term Weights (tf.isf)

- An inverse seq uence Dampened term '”"efrse 2
frequenc Wasa frequency requency
attenuatln the e?f%ct of

actions that occurred too iftf. >

often in the collection to weight(i, j) = 1+ log(tt, )ljog(N /st )] 1fth, =1

be meaningful. ’ if tf, =0
- Adampened term . — .

frequency was also used 1,J action i in sequence

gﬁ)': ggjgg’;[ione\(:lri?f? %fﬁag?e tf, . frequency of action i in sequence j

occurrences in a single sf.  frequency of sequence that contains action i

sequence.
N  number of sequences (test takers)




An example of term weights

a, = {Start,ViewF,ViewM, Mdrag, Mdrop, Moved, ViewF,ViewM,

Next, NextC,ViewF,ViewM, Mdrop, Moved, Next, NextOK}
b, = {ViewF,ViewM}
tfi1 =3

Assume Ng = 500 of at least length 2,
sfi = 300 contain b, at least once

500
weight (1,1) = [1 + log(3)] log (ﬁ) = 1.07

sfi = 100 contain b, at least once

500
weight (1,1) = [1 + log(3)] log (1—00> = 3.38

13
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Some general rules

 Actions that occur fewer than five times that occur in the whole
collection (ActFreg<5) are usually removed from further analysis
because of consideration on reliability.

 Actions that are used by all the test takers are usually deducted
from the further analysis because of little information for prediction or
differentiation by subgroups.
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Chi-square Feature Selection Model

) M (ad —bc)’
A asb)atobrd)c+d)
c=len(C))-a
d =len(C,)-b
M=a+b+c+d

The actions with higher chi-square
scores are more discriminative in
classification. Therefore, we ranked
the chi-square score of each action
in a descending order. The actions
ranked to the top were defined as
the robust classifiers.



» The task is to identify the ID number of
a specified person and send this
number to a correspondent by email.

« Two environments are involved:

« A spreadsheet environment that
contains a database as the stimulus
material that displays the
information required to solve task.

* An email environment to provide
the response.

* The interim score is evaluated based
only on the email responses.

An Example PSTRE Item

(@

QECD

Linit 22

You want to copy some music files 1o
your portable music player.

The music player has room for 20 MB

and you want as many files as possible.

You want to include only jazz and rock
muslc,

Saelect the files to include.

Onece you hawve selected the files, click
Hext to continue.

- @

Section 1

B

He, Q., & von Davier, M. (2016). Analyzing Process Data from Problem-Solving Items with N-Grams: Insights from a Computer-Based Large-Scale Assessment.
In Y. Rosen, S. Ferrara, & M. Mosharraf (Eds.) Handbook of Research on Technology Tools for Real-World Skill Development (pp. 749-776). Hershey, PA:
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File Edit Data Help
X BR8N N
| Title | size ‘ Time Artist | Genre
[ | AForaign Aftaic 14,8 MB | 1140 | Don Rader Cuartet [dazz
T _nmu the Blues Tazne :'éfﬁé_ E.ﬁ;i.?i.'in}i'&bﬁ "i'Elﬂéi
L1 | Another Mind TaMB |a4a | Hiroemi Lighara | Jazz
[0 | Bwe Trane 10 ME L= | John Cottrane Jazz
L] | Dont Give up on ke 15MB | 348 | Selormon Burke Blues
O |Farowm 5308 |5 25 ‘!An-mnlo Farao I
1 | Fare ana water 5.3MB8 |a00 }Fru Bluss
(w1 4.9 M8 | 548 | Myriam aner Jazz
0 :x 22 MB |3 04 JTuilxs ) Rock
1 linglined FETT =] | B89 EC:IQI Walsman Jaz
" |onanisiang 16 ME |&ar | David Gamore | Biues
[ Pass It On 11ME | 338 | Almert Cabo Jazz
[0 |Raindrops. Raindrops | 5.2MB TG | Kann Krog I
1 |=ay You v 2.8 MB | 347 [Fleetwood liac Rock
[ [ssnceep 7.1MB |28 Tau'diii"t':-'ﬁ}' | Biues
[ |speaknioEvl 6.9 MB IERE [Flora Pusim Jazz
T[] |The Other Sice ofBlue | 6.5MB |08 | Joan Shy & Jova ez
0 |mherise 7.3MB |7:28 | Jutien Lourau [ Jazz
O _|meriaing 45w 450 [Broce sprngsteen [ Rock
|
| | ) |
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Sample description

Characteristics Total uUs NL JP
N 3926 1340 1508 1078
Correct (%) 2754 (70.1) 882(65.8) 1104(73.2) 768 (71.2)
Incorrect (%) 1172 (29.9) 458(34.2) 404(26.8) 310(28.8)
Gender
Female 2025 629 711 526
Male 1901 711 629 552
Age (years)
39.60 39.21 40.84 38.35
M S.D.
ean (S.D.) (14.01) (14.00) (14.29) (13.49)
Educational level
Less than high school 615 124 401 90
High school 1493 534 590 369
Above high school 1812 680 513 619
Missing 6 2 4 0

Note. US, NL and JP represent the sample from the United States, the Netherlands

and Japan. . E/Ta




Robust Features of Actions and Action Sequences Distingnishing Correct and

Unigrams Bigrams
Actions 7 Actions 7
Correct 55 7072 E.55 22000 27240
SS Type SN 63.04 5SS E 191.18 T.E 55 22642
SS_So_OK 6458 SS So OK E 15390 SS.EE S 21137
SS_So_IB 5066 SS So 1B.SS So OK 12249 SS_So OK_E.SS 150.25
Incorrect group: hesitative e ey 173
) . e, SS_Type_SN 9821 SS.E SS 13385
0.SS So_IB 8443 SS Se.SS Type SN.E 108.55
SS_So_2A START, SS_Se 70.03 SS_Type SN.E.SS 108.20
Incomrect Next C , ART, Next 242026
SS_Save T NextNext C : 478.16
SS Type PGN| | 33.10 Next C, Next 50422 START.E. N 300 02
ss H
SS_So_3D
$S S0 C
ES

S5_Type

338.26




Results: Country Level vs. Aggregate Level

Consistency Rate of Extracted Classifiers by Performance Groups Compared Between
Country Level and Aggregate Level

Uus Netherlands Japan

Mean=0.79

Mean=0.71




Results: Features of Actions by Countries

Robust Features of Actions and Action Sequences Across Couniries

Unigrams Bigrams
Actions f Actions f
US Next C 2040 EE 76108 [EEE 30001
SS Type FN 1564 START, Next 3082 |E E Next 278 87
E 1325 Next. E 3028 [SS.E E 13221
SS Type PGN 1014 START.E 3807 |START.E E 35 14
SS_Save 622 SS_So C.SS_Type FN 37.63 |SS_Type FN.E.E 5423
NL 88 Type EN 31530 53 Se 85 Type IN 35303 START,SS 5= &€ Tome 00N R AT
SS Type GN 23293  SS Type FN. SS_Type FN 24907 ~NL: More likely use full
SS._Se 6088 SS_Type FN.E 20330 SS_Type
SS_So 3B 3150 SS_Se, SS_Type GN 20210 SS_Type
$S_So 2A 1615 START.SS_Se 11742 SS_Se, SS_T)PErRESgs
JP_[SS Type SM_ 38358 SS Type SM.SS, Type SM 30858 SS_Type SM.SS Type SM.SS Type SM 24884
SS_Typemill 12349 SS_Type S % _So 16612 E_S. Next. Next C 14925
SS Type UM > 13722 [SS_ Type SM.SS_So. SS So_IB 14021
11673 |SS_ Type SM. SS_Type SM.SS | 140.96
11533 SS_Type SM.SS_Type SM.E

20
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Demo example of n-grams in Program R

Tibrary (ngram)

##read in demo_data

DATA <=- read.csv(file="data_demo.csv", ,header = TRUE,sep=",")
Ex== ———

##n-grams model for one seguence example

# .== —_—

num <- 1 ##set a number between 1-600
obs <- as.character(DAaTASCoded_Action_Sequences[num])

obs <- gsub({",","",0bs)} ##remove the comma between each action
##ngrams

ngl<-ngram(obs,n=1) ##unigram

ngl

ng2<-ngram{obs ,n=2) ##bigram
ng2

ng3<-ngram(obs,n=3) ##trigram
ng3

##summarize n-grams
get. phrasetable(ngl)
get. phrasetable(ng2)
get. phrasetable(ng3)




Demo example of n-grams in Program R

Analysis on unigrams and bigrams in the dataset

#FHunigrams analysis

ngl<-Tapply{actionsequences[which{12 == TRUE}], function(x) ngram(x,n=1)) # extract all unigrams (from non-skipping respondents)
ngsl<-unlist{lapply(ngl, function({x) get.ngrams(x))) ##all unigram token (with repetition}

uni_type <- unique(ngsl) ## all unigram type (without repetition)

Tength_uni_type <-length{unique(ngsl)) ## how many unigue unigrams used by the sample

tail(sort(table(ngsl)))

Mngl<-Tength{ngl) # number of effective sequences (exclude skipping) equals to number of respondents who should be taken into account

##bigrams analysis

ng2<-Tlapply(actionsequences[which(12 == TRUE}], function(x) ngram(x,n=2)}) # extract all bigrams (from non-skipping respondents)
ngs2<-unlist({lapply(ng2, function(x) get.ngrams(x))) ##all bigrams token (with repetition}

bi_type <- unique (ngs2) ## all bigram type (without repetion)

length_bi_type <- length{unique(ngs2)) ## how many unigue bigrams used by the sample

tail(sort(table(ngs2)))

Mng2<-Tength{ng2) # number of effective sequences (exclude skipping)

g5
B
B
B
i
B
B
i
E
i
@
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Demo example of n-grams in Program R

Robust n-grams selection with Chi-square score

F T e P B b S G S e
S

# Results table: frequencies and weighted frequencies
wgtng2<-setMames (data. frame(matrix(ncoel =4, nrow =Nng2*length{uniqueings2)))), c("ngram”,"freq", "weightfreq”, "score"))
wgtng2[,1]<-repluniquengs2) ,Nng2)
for(i in 1:length(uniguelngs2))){
IsF=-log{Mng2/sum{unlist(lapply(ng2, function(x) uniquelngs2)[i]¥%in%get.ngrams{x))})})} # inverse sequence frequency of bigram
print(IsF)
for(n in 1:Nng2){
nG<-get.ngrams(ng2[[n]])} # bigrams for person
if{unique(ngs2)[i] %in% nG){ E
freg<-sum{unique(ngs2)[i]==nG) # frequnecy in person-Tevel segueence b
weightfreq<-freq*(1+log(freq))*ISF # weighted frequency person-level sequeence |
wgtng2 [ (n-1)*length(unique(ngs2))+i,2:4]<-c(freg,weightfreq,score[n]) # fill table
lelse]
wgtng2 [ (n-1)*length{unique{ngs2))+i,2:4]<-c(0,0,score[n]) # set frequencies to zero if bigram did not occur in person-specific sequence

E
|
k
P
B
l
|

(S8
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Demo example of n-grams in Program R

Apply term weights tf.isf

# Results table: frequencies and weighted frequencies

wgtng2<-setMames (data.frame(matrix(ncol =4, nrow =Nng2*length{unique(ngs2)))), c("ngram","freq","weightfreq”, "score™))
wgtng2[,1]<-repluniquengs2) ,Nng2)

for(i in 1:length(uniquelngs2))){

IsF=-log{Mng2/sum{unlist(lapply(ng2, function(x) uniquelngs2)[i]¥%in%get.ngrams{x))})})} # inverse sequence frequency of bigram
print(IsF)

for(n in 1:Nng2){
nG<-get.ngrams(ng2[[n]])} # bigrams for person
if{unique(ngs2)[i] %in% nG){
freg<-sum{unique(ngs2)[i1]==nG) # frequnecy in person-level segueence
weightfreq<-freq*(1+log{freq))*ISF # weighted frequency person-level sequeence
wgtng2 [ (n-1)*length({uniqueings2))+i,2:4]<-c(freg,weightfreq,score[n]) # fill table
lelse]

wgtng2[(n-1)*length{unique{ngs2))+i,2:4]<-c(0,0,s5core[n]) # set freguencies to zero if bigram did not occur in person-specific sequence
T
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Summary

* N-grams function well at item-level to provide « Although many similarities are shared between
fine-grained action analysis. sequential data structure of language and action
sequences. There are still many differences.

» Inlanguage model, the bag-of-words

* N-grams approach could quickly provide an initial (unigrams) are usually found the most
result on the most informative actions (mini- informative in prediction. While in process
sequences) by each group, thus could apply in data, mini-sequences (esp. bigrams and
item quality checking, especially after getting trigrams) are often recommended to take
process data for field trial. It can help quickly spot more concerns on dependence of actions
the potential issues in the item design. that are in high possibility of joint occurrence.

« Timing information could be additional
source to strengthen the function of n-gams
features in discriminating groups (e.g., time
interval between actions, which has similarity
with the speech recognition but not
necessarily used in the text mining on words.

« Itis recommended to use n<=3 in process data
analysis. With the n goes higher, the frequency of
each gram may drop down. The low frequency
may also not be reliable in the analysis.
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Sequence similarity and efficiency with
longest common subsequence

(He, Borgonovi, & Paccagnella, 2019, 2021)

Objectives:

* To compute the sequence distance between in:

sequence with predefined reference sequence

\ * To generalize process data variables across int
items.

AN



Why Longest Common Subsequence?

« The Longest Common Subsequence (LCS) method « Measurement indicators are developed in order to
(Maier, 1978; Hirschberg,1975; Chvatal & Sankoff, analyze behaviors across items and subgroups of
1975), a sequence-mining technique used in respondents.
natural language processing and biostatistics to
grasp test-takers' strategy when solving digital
tasks. « This approach extends the research capacity from

understanding individuals’ problem-solving behaviors in

« The Ignge(sjt comrgon subselquence was fliorst a single item to a general perspective across multiple
introduced into educational assessment items that form an assessment.

Sukkarieh, Yamamoto, & von Daiver (2012) as a

tool for automated scoring in multiple linguistic

environment. « This approach could also be applied well to check the
item design, i.e., whether test-takers’ problem solving

« The unique application of LCS in process data is to strategy match with item developers’ expectation.

identify the action sequences that are most similar
to the predefined, “optimal” sequences for each
item. That is, we calculate the distance between
each individual against the predefined optimal
sequence(s).

27 E/TD
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https://doi.org/10.1016/j.compedu.2021.104170

Compute LCS

Let X = (x1,%2,...,%;) and Y = (¥, ¥, ..., ¥j ) be two sequences. x; and y;
are actions within the sequence X andY, respectively. Assume Y is the
predefined sequence. The prefixes of X and YV are X; X, ,..,X; and

Y, Y5 ,.., Y;, respectively. Let LCS (Xl-,Yj) represent the set of longest
common subsequence of prefixes X; and ¥;. The set of sequences is given as:

(o ifi=00rj=0

LCS(X;, Y;) =4 LCS(Xi-1,Y-1), x; ifxi = yi

longest (LCS(Xl-, Yj_l),LCS(Xi_l,Yj)) if xj #y;

\
0 ifi=0o0rj=0
length(LCS(X;, Y])) ={ length(i—1,j - 1)+ 1 ifx; =y
max(length(i, j—1),length(i — 1, j)) if x; #y;
LCS(X,Y) = longest (LCS(Xl-, ij)) For multiple predefined

optimal sequences /j
2s (ETS
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LCS Computation Example

RS_1: searching from toolbar ( length=11)
Start, Toolbar_SS_Find, On_SearchBox, Off_SearchBox, Search_OK, SS_SEARCH, Email, On_Email_Message, Off_Email_Message,
Next, Next_OK

RS_2: searching from menu item ( length=11)
Start, Menuitem_Find, On_SearchBox, Off_SearchBox, Search_OK, SS_SEARCH, Email, On_Email_Message, Off Email_Message,
Next, Next_OK

RS_3: sorting from toolbar (length=9)
Start, Toolbar_SS_Sort, Sort_1_B, Sort_OK, Email, On_Email_Message, Off Email_Message, Next, Next_OK

RS_4: sorting from menu item (length=9)
Start, Menuitem_Sort, Sort_1_B, Sort_OK, Email, On_Email_Message, Off_Email_Message, Next, Next_OK

OBSERVATION (length=25)

Start,Toolbar_SS_Help,Menu_SS_Edit,Menu_SS_Data,Menuitem_Sort,Sort_1 B,Sort_1A,Sort_OK,SS_Sort_1Ba,Email,On_Email_Me
ssage,Off Email_Message,SS,0n_Email_Message,Off Email_Message,Email,On_Email_Message,,,,,,,Off Email_Message,Toolbar_E
_Send,On_Email_Message,Off Email_Message,Next,On_Email_Message,Off Email_Message,Next_OK

LCS1 (length=6): Start, Email, On_Email_Message, Off_Email_Message, Next, Next_OK

LCS2 (length=6): Start, Email, On_Email_Message, Off_Email_Message, Next, Next_OK

LCS3 (length=8): Start, Sort_1_B, Sort_OK, Email, On_Email_Message, Off Email_Message, Next, Next_OK

LCS4 (length=9): Start, Menuitem_Sort, Sort_1 B, Sort_OK, Email, On_Email_Message, Off_Email_Message, Next, Next_OK

30 E/T.'Sj



LCS indicators

 Similarity = Length(LCS)/length (ref_seq) range=[0,1]

* 1 is the highest similarity, completely match with the predefined
action sequence;

0 is the lowest similarity, nothing overlaps with the predefined
action sequence.

* Efficiency = Length(LCS)/length (obs_seq) range=[0,1]
* 1is the highest efficiency, all actions are related actions (no
redundant actions)

0 is the lowest efficiency, all actions are unrelated actions

31
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LCS Indicators

e Similarity
» Similarity = len(LCS)/len(RS)
e SM = Mean(Sim4, Sim,, ..., Sim,)
* SSD = SD(Sim4, Sim,, ..., Sim,)

» Efficiency
* Efficiency = len(LCS)/len(0S)
* EM = Mean(Effy, Effs, ..., Effy)
* ESD =SD(Eff1, Effz, -, Effn)

Average Similarity (MEAN)
M1 M2 M3
(Low Similarity) (Moderate Similarity) (High Similarity)
SDI _ Sll_ _ 512_ _ 513.
(High Consistency) High Cc!usllste.ncy High Ccns,llst,:uc.y ngh COIDS{SIEfll:y
= Low Similarity Moderate Similarity High Similarity
w
- s21 S22 S23
g SD2 : Moderate Consistency | Moderate Consistency | Moderate Consistency
2 (Moderate Consistency) | [ oy Similarity Moderate Similarity High Similarity
S S31 532 S33
L CSD3. Low Consistency Low Consistency Low Consistency
Lo b o) Low Similarity Moderate Similarity High Similarity

. (ETS)




Example Data and Instrument

e PIAAC PSTRE PS2 module

Wit h fixe d 7 - ite m b O O kl et. Item Concepts and Sequence Characteristics of the Seven PSTRE Items i PIAAC PS2
Each respondent has 7 Emvionmen Do Avemge  Numberof  Minima
R . . Word chS:lr} Sequence Reference Num]_:er of
P ST R E Ite m S I n a rOW. Email Web Processor Spreadsheet Length Sequences Actions
Ul9a X 1 19.63 4 9
. . Ul9% X X 2 21.18 4 12
« 5 countries: GBR, IRL, JPN,
ua7 X 2 18.08 2 18
N L DI U SA uo2 X X 3 53.02 5 25
Ulé X 1 9771 16 8
« 7,462 respondents (“Start, o X ’ el : ;
" U23 X X 2 2851 1 17
N eXt ) N eXt_O K p a tte r n S Note: Reference sequences indicate the expert-predefined action sequences for each item. The minimal number of actions indicates the

removed, resulted in 5,302
respondents in LCS)

least number of actions to correctly solve the item. The items are ordered according to the order or appearance in the assessment.

33 E/Ta
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Results: Do people consistently foIIorpre-defined
strategies in solving different tasks?

» Most respondents adopted strategies similar to the
X=0.81 predefined ones. Small proportion of respondents in
the low-similarity cells S11, S21 and S31.

K X=0.51

531 #4532

ol « Respondents with average levels of similarity tend to
___________ display average levels of consistency (cell S22),

¥=0.25 meaning that for these respondents the distance
between the observed and the reference sequences

;7:5"?-315‘ does not vary much across items.

PONARRYD o o

Consistency of Similarity (SSD)

« Respondents at the extreme of the similarity
distribution, i.e. whose sequences were on average
very close or very far from the reference sequence

10 (e.g., S11 and S13), tended to do so in a very
consistent way across items.
.. (ETS )
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400

Average Similarity (MEAN)
M1 M2 M3
(Low Similarity) (Moderate Similarity) (High Similarity)
D1 s11 S12 s13
(High Consistency) High Consistency High Consistency High Consistency
a Low Similarity Moderate Similarity High Similarity
172}
> s21 S22 S23
g =0 . Moderate Consistency | Moderate Consistency | Moderate Consistency
2 (Moderate Consistency) | 1 oy Similarity Moderate Similarity High Similarity
S S31 S32 S33
L CSD3. Low Consistency Low Consistency Low Consistency
L) Low Similarity Moderate Similarity High Similarity

PSTRE Proficency Score

Results: Problem-solving strategies are
associated with PSTRE proficiency
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Results: Problem-solving strategies are
associated with PSTRE proficiency
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General patterns in similarity across countries
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Joint modeling with response data and
process data

| < Item difficulty is not always

i ] il consistent with the action
2 1 similarity with the predefined
g% ,——\.//\ sequences.
;Eﬂ.d' 1 1 = 7

T « Easy to make correct actions, but

hard to get final correct
N U1l9'a U1l5lh Ul]l?x liﬂ'h U1=Ex li1|:1 b l!2'3x re S p O n S e S
ltems

O us use o o
a-slope 1414 1.072 1.104 1.184 1.377 0.471 0.533
b-difficulty  -1.367 -0.677 -0.237 0.784 -0.773 0.774 -0.052

RP6&7 level 1 2 2 3 1 3 2
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Leveraging process data in validity issues
and measurement invariance

e Measurement invariance from

both response (DIF) and
problem-solving process
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Demo example of LCS in Program R

Tibrary(qualv)
Tibrary(ggplot2)

##read in demo_data and example predefined reference sequence

DATA <- read.csv(file="data_demo.csv"”, header = TRUE,sep=",")
RS <- read.csv(file="Refseq.csv" ,header = TRUE,sep=",")

#HH== e

##longest common subseguence example by one person

#FH== ========

num <-1 ##pick a number 1-600

obs <- as.character (DAaTASCoded_Action_sequences[num])
obs_seq <- unlist(strsplitiobs, ", "))

result=-{}

for (j in l:nrow(Rs)){

ref <- as.character(RSirRefseq[j])} ##reference:predefined action sequence

ref_seq =- unlististrspliti{ref,”, "))

A =- LCS(obs_seq,ref_seq)

obs <- paste(ata,collapse=",") ##observation action sequence

Lobs =<- as.numeric{lengthi{afal} ##length of observation sequence

ref =- paste(aib,collapse=",") ##reference action sequence (predefined)

Lref =- as.numeric(lengthi{aibl}} ##length of reference sequence

LCS <- paste(aiLcs,collapse=",") ##longest common subseguence

LLES <- as.numericlas.character (ATLLCS)) ##length of Tongest common subsequence between observation and reference
eff <- round(LLCcs/Lobs,3) ##efficiency. Tength of LCs/Tlength of obersvation

sim <=- round (LLCS/Lref,3) ##similarity. Tength of Lcs/length of references

path=] ##path number

LCSresult<- cbind(obs, Lobs, ref, Lref, LCS, LLCS, eff, sim, path)
result <- as.data.frame(rbind{result,LCSresult))




Summary

» LCS could take the sequence as a whole set to calculate the sequence
distance, not need to disassemble into mini-sequences.

« The length of each pair of sequences could be different, which is a big
advantage in process data analysis when individual sequence is
flexible to be short or long.

 LCS could be used in distance calculation for any pair of sequences,
not necessary to be only between observed and predefined ones. A
pairwise LCS distance could be a matrix of individual's sequence
against each peer. The distance matrix could be further used for
prediction and clustering.
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Thank you very much!

Welcome and appreciate any question and suggestions!
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